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I Cloud Applications

* Cloud application developers are free to
design an application without being
concerned where the application will run.

 When the workload can be partitioned in n
segments, the application can spawn n
iInstances of itself and run them concurrently
resulting in dramatic speedups.

« Web services, database services, and
transaction-based services are ideal
applications for cloud computing
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Not Suitable applications
for cloud computing

* Applications where the workload cannot be
arbitrarily partitioned

* Applications that require intensive
communication among concurrent instances

* An application with a complex workflow and
multiple dependencies
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Cloud application
development challenges

* Most of the challenges posed by the inherent
Imbalance between computing, I/O, and
communication bandwidth of processors

* cloud computing infrastructures attempt to
automatically distribute and balance the workload

« application developers have the responsibility to

- 1dentify optimal storage for the data
- exploit spatial and temporal data and code locality

- minimize communication among running treads and
Instances
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Cloud application
development challenges

* Security isolation, performance isolation and
reliability of instances

* efficiency, consistency, and communication
scalability

 The organization and the location of data
storage, as well as the storage bandwidth

* The ability to identify the source of
unexpected results and errors is helped by
frequent logging, but performance
considerations limit the amount of data

logging. 5 /55
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Cloud application
architectural styles

» The vast majority of cloud applications take
advantage of request-response

communication between clients and stateless
servers.

» A stateless server does not require a client to
first establish a connection to the server,
instead it views a client request as an
iIndependent transaction and responds to it.

- Benefit: Recovering from a server failure
requires a considerable overhead for a server
which maintains the state of all its

connections 6 /55
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Workflow

* The description of a complex activity involving
an ensemble of tasks is known as a workflow.

- Task is the central concept in workflow modeling

- A task is a unit of work to be performed on the
cloud

Workflow

Sequential tasks

Computer
program

a Output

Each node represents a computer
program with its corresponding

Parallel tasks . input and output data files
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I Task attributes

* Preconditions - boolean expressions that must
oe true before the task can take place.

* Postconditions - boolean expressions that must
e true after the task do take place.

« Attributes - provide indications of the type and
quantity of resources necessary for the
execution of the task

* the security requirements

* Exceptions - provide information on how to
handle abnormal events.
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I Task concepts

* The task that has just completed execution is
called the predecessor task

 the one to be Initiated next is called the
successor task

* A fork routing task triggers execution of
several successor tasks

* A join routing task waits for completion of its
predecessor tasks.

#  Job
HMap
Reduce Fork Join Pig Job
Job
e Hive
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Workflow Definition Language
(WFDL)

« A process description can be provided in a
Workflow Definition Language (WFDL),
supporting constructs for choice, concurrent

execution, the classical fork, join constructs, and
iterative execution.

- The workflow specification by means of a

workflow description language is analogous to
writing a program

* Life-cycle of a traditional program

- Creation, compilation, and execution
* Life-cycle of a workflow:

- creation, verification, and enactment
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Workflow vs traditional programming

' Vs X
Dynamic Workflows Static Workflows ) ( Static Programs Dynamic Programs
- Workflow .
Description Programming
Component L Language Component
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| User User
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f Workflow Computer ~ |
Description Program
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Workflow DU:;:rrl?ﬂ;:n C::tgjzt Program
Database P Libraries
| Case Activation Record |
o T—— Y
| Enactment Péiii?ﬁgr
Unanticipated Exception Engine the Process Rur_::Tirpe Program
Handling Modification Requests
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Workflow Enactment Engine
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Safety and liveness

* safety means that nothing “bad” ever happens
* [lIveness means that something “good” will eventually

take place
task A task B
r
-~ | \
[ D] 1y A\
\\\ q \
~ ./’. \
— t3
N t4 ¥y
Y time
(A) (B)

No liveness No safety

(Dotted lines correspond to choices;

either D or C are executed 13/55
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I Workflow patterns

* The term workflow pattern refers to the temporal
relationships among the tasks of a process

- Sequence SHEHE
- AND split
- Synchronization __|
- XOR split j
- XOR Join L] »
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I Workflow patterns
- OR split _

- Multiple merge ;B R~ o |
- N out of M join Alléi .
- deferred choice 5

A @q‘
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Characterizing a
Multiprocess workflow

- A system Z, an initial state of the system, o and

initial '
a goal state, o

goal’

- A processgroup, P={p.,p,,...,p, }

- each process p, in the process group is
characterized by a set of preconditions, pre(p),
postconditions, post(p), and attributes, atr(p,).

* A workflow described by a directed activity graph A
given the tuple < P, o, o

initial 7 ~ goal =

- The nodes of A are processes in P and the edges
define precedence relations among processes. P, -

P.implies that pre(p) < post (p). 16 /55
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I MapReduce Workflow Example

Map phase . Shuffe & Sort Reduce phase

I 1 1 1
fnputo | <<
. ' ' - Reduce »outputl
inputl | ! F L ) !
input2 ! J : !
input3 ‘{:: | |
input4 ! 1 ! ) |
L | e
I 1 1 1
Text Input Format Text Input Format
v ¥
Input Input Input Input
Split Split Split i
¢ ) [}
Record Record Record Record
i Reader Bﬁaf;je[ Reader ;
File ¥ Input (x, v] Pairs Input {x, v) Pairg E File
: Mapper | | Mapper Mapper Mapper
1 l l i l [y
Partitioner ~<_ shufflet— Partitioner Intgrmediate
Intermediate_{ >< 1 (X,}"
airp
(X,V] Sort / .\\.i Sort P
alrs
p T T
Reducer Reducer
Redluced (x, v) Pair v __Reduced (x, v] Pair
Text Output Format Text Output Format

17 /55

Cloud Computing, Zeinab Zali ECE Department, Isfahan University of Technology




I Workflow types

« Static: the activity graph does not change during
the enactment of a case

 Dynamic: the activity graph may be modified
during the enactment of a case

« workflow enactment methods

- Strong coordination models where the process
group P executes under the supervision of a
coordinator process.

» Suitable for dynamic workflow

- Weak coordination models where there is no
SUpervisory process.

* are based on peer-to-peer communication
between processes in the process group 18 /55
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I Hadoop-MapReduce

19/55

Cloud Computing, Zeinab Zali ECE Department, Isfahan University of Technology



I MapReduce Programming model

 MapReduce is based on a very simple idea for
parallel processing of data-intensive
applications supporting arbitrarily divisible load
sharing

- split the data into blocks
- assign each block to an instance/process
- run the instances in parallel

- Once all the instances have finished the
computations assigned to them, start the second
phase and merge the partial results produced by
iIndividual instances

* a Master instance partitions the data and
gathers the partial results 20/ 55
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The MapReduce philosophy

(1) An application starts a Master instance and M worker instances for the Map
phase and later R worker instances for the Reduce phase.

Application

1

Master instance

7
5 1 Map —
EE " instance 1 m
. N Reduce
5 i Map g instance 1 |
Segment instance 2 m — Shared
W' — | Reduce [} storage
Segment 3 [ instance 3 m instance 2
| Shared
storage
Reduce »
3 4 5 instance R 6
[ Map 2 —
Segment M instance M m

Input data Map phase Reduce phase
. e ey ae . .
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Segment 1

Segment 2

(2)The Master partitions the
input data in M segments

Map

Application
1

Master instance

instance 1

. Map
instance 2

Segment 3

Map

instance 3

Segment M

Map

(el

instance M

Input data

Map phase

il

Reduce

" [y
mstance 1
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Reduce
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Shared
storage

Shared
storage

IThe MapReduce philosophy
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IThe MapReduce philosophy

(3) Each Map instance reads its input data segment and processes the data

Application
1

Segment 1

Segment 2

Map

Master instance

instance 1

. Map
instance 2

Segment 3

Map

instance 3

Segment M

Map

(el

instance M

Input data

Map phase
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Reduce

" [y
mstance 1
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Reduce

Reduce
instance R
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Reduce phase
. .
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storage

Shared
storage
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IThe MapReduce philosophy

(4) The results of the processing are stored on the local
disks of the servers where the Map instances run

Input data

Application

1

Master instance

Map phase

Reduce phase
o .

7
Map -
Segment 1 " instance 1 m
Reduce
5 i Map g instance 1 |
Segment instance 2 m Shared
Map G " Reduce ) storage
Segment 3 instance 3 m instance 2
Shared
storage
Reduce »
5 instance R
[ Map 2
Segment M instance M m
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IThe MapReduce philosophy

(5)When all Map instances have finished processing their data the R Reduce
instances read the results of the first phase and merges the partial results

Application

1

Master instance

Input data

Map phase

2
1 1 7
\
Map
Segment 1 " instance 1 ocal dis
Reduce R
5 i Map instance 1
Segment instance 2 ocal dis Shared
Map | T p— ) storage
Segment 3 instance 3 ocal dis instance 2
Shared
storage
Reduce »
5 instance R 6
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Segment M instance M ocal dis

Reduce phase
o .
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IThe MapReduce philosophy

(6) The final results are written by Reduce instances to a shared storage server

Segment 1
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Map

Application
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IThe MapReduce philosophy

(7) The Master instance monitors the Reduce instances and when all of them report
task completion the application is terminated.

Application

Master instance

7
5 1 Map —
EE " instance 1 m
Reduce
5 i Map g instance 1 |
Segment instance 2 m Shared
R G Reduee storage
Segment 3 instance 3 m instance 2
Shared
storage
Reduce »
3 4 5 instance R 6
[ Map 2 E—
Segment M instance M m

Input data Map phase Reduce phase
. e ey ae . .
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IThe MapReduce philosophy

Finally a set of input < key, value > pairs is transformed
into a set of output < key, value > pairs

Application

g

Input data

Master instance

Map phase

Reduce phase
o .

=7\
2
1 1 7
\
Map -
Segment 1 " instance 1 m
Reduce
5 i Map g instance 1 |
Segment instance 2 m Shared
Map G " Reduce ) storage
Segment 3 instance 3 m instance 2
Shared
storage
Reduce »
4 5 instance R
[ Map 2
Segment M instance M m
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I Map-Reduce Examples

* Processing logs of web page requests and count
the URL access frequency

- the Map functions produce the pairs <URL, 1 >
- The Reduce functions produce <URL, totalcount >
* Another trivial example is distributed sort

- the Map function extracts the key from each
record and produces a < key, record > pair

- the Reduce function outputs these pairs
unchanged
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Word (URL) Count Example
MAP

* Process individual records to generate
iIntermediate key-value pairs

K‘Ley Yalue
1

Welcome
Welcome Everyone

Everyone 1
Hello Everyone

Hello 1

Everyone 1

Input <filename, file text>
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Word (URL) Count Example
MAP

* Process individual records to generate
iIntermediate key-value pairs

MAP TASK 1

- Welcome 1
———Jecome veryone - Everyone 1

ello Everyone __
Hello

Input <filename, file text> Everyone 1

MAP TASK 2
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Word (URL) Count Example
MAP

» Parallelly process a large number of
individual records to generate intermediate
key/value pairs

Welcome 1 ]
Welrome :_'.l:""gl __ Ever 1
_-'_: I::I g Eyervone —
— ol Everyane 1 —l
(mmm- e ——= —— ——
| N TT=T e 3 Mitby 1
Yes, it's THERT e
T - L Ihlgking You 1
m— —
Input <filename, file text>
MAP TASKS
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Word (URL) Count Example
Reduce

Reduce processes and merges all
Intermediate values associated per key

l&ey Yalue

Welcome 1

Everyone 2
Everyone 1 q Hello 1
2l . Welcome 1
Everyone 1
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Word (URL) Count Example
Reduce

» Each Key assigned to one Reduce

» Parallelly processes and merges all
iIntermediate values by partitioning keys

» Popular: hash partitioning, i.e. key is assigned
to reduce#= hash(key)%number of reduce

servers
Welcome 1 REDUCE —>Everyone 2
Everyone 14/ |TASK 1 Hello 1
Hello 1
: =) o Z\Nelcome 1

Everyone TASK 2
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URL Count sudo code

map(String key, String value):
// key: document name; value: document contents
for each word w in value:
EmitIntermediate(w, "1");

reduce(String key, Iterator values):
// key: a word; values: a list of counts
int result = 0;
for each v in values:
result += Parselnt(v);
Emit(AsString(result));
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Hadoop

Hadoop is a platform that provides both distributed storage
and computational capabilities. it offers a way to parallelize
and execute programs on a cluster of machlngf —

E f.om'i.?

geneval—purpose stheduler and
z a distributed Pro&essing
; -{"\"amework talled Mﬂ?REduce-

Distributed computation -~

Distributed storage S

A

Server cloud

T - Storage is provided via
! a distributed filesystem

ealled HDFS.

J

Hadoo? Funs on 36 /55
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I Hadoop components

 Hadoop is a distributed master-slave
architecture that consists of the following
primary components

- Hadoop Distributed File System (HDFS) for
data storage.

e The FS could be also Amazon S3, CloudStore, or an
implementation of GFS

- Yet Another Resource Negotiator (YARN), a

general purpose scheduler and resource
manager.

 Any YARN application can run on a Hadoop cluster

- MapReduce, a batch-based computational
engine.

Cloud Computing, Zeinab Zali
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Hadoop Master-slave arch

The MapReduce master is The HDFS master is responsible
The YARN master performs vesponsible £or organizing wheve for partitioning the storage atros:
the aetual s&hedu'ihg o‘{: work ﬂnm?uﬁ&‘[‘.ion&' work should be the slave nodes and kee?ing track
for YARN applications. stheduled on the slave nodes. of wheve data is located.
YARN master MapReduce master HDFS master
I A I A A [ A A
YARN slave ' MapReduce slave ! HDFS slave !
YARN slave ! MapReduce slave { HDFS slave !
YARN slave MapReduce slave HDFS slave
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I HDFS

* |t's a distributed filesystem that's modeled
after the Google File System (GFS) paper

 HDFS replicates files for a configured number
of times

- So it is tolerant of both software and hardware
failure, and automatically replicates data
blocks on nodes that have failed
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I HDFS main Components

1.NameNode

The 1+DFE NameNode kEEFL in memarY the

metadata about the Filesys*bern suth as whith
DataNodes marage the blocks For each file. —

2.DataNode

HDFE elients talk to the
MaeMode Lo wcbidiba velated /
activities and DataNodes for
'rEJdinlElJ ﬂr-d- wﬁ'itmﬂ -Fl]Es --\,| Narmehicds
/ J DataMode 2
ftmpffile1 txt - Block A -| DataNode 3
Client \
application Block B | DataMNode 1
Hadoop /_, DataMNode 3
filesystem - l
client
DataMode 1 DataMode 2 DataMode 3
C B il |1 A D L B c
A
D | C ! | | A
I."I \\\ / 4
Y e
P,/.ﬂ'
Files are made up of blocks, and 2ach file

Cloud Computing, Zeinab Zal

Daﬂ”ﬂd&ﬁ ﬂﬂmmunitatg —
with eath other For

pipelining file veads
and writes

tan be veplicated multiple times, meaning
there ave rRamy identital Lopies of each
blotk -Fnlr the 'FIlE' ﬂ'."r' dE-I:ﬂu'l{_. EY




I HDFS in Hadoop Cluster

Slave node » Slave node
MapReduce engine MapReduce engine

3¢

Task tracker Task tracker
Master node
Data node Al\\i TaSk;aCker Data node
\ |
) Job tracker
/ \
Slave node HDFS Slave node
MapReduce engine / } Name node % MapReduce engine
Task tracker ’ Task tracker
N
Data node
HDFS HDFS
Data node Data node
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Slave node

MapReduce engine

Task tracker

———

HDFS N

@«

Data node Al\\i

e S

v
Slave node >\

MapReduce engine /

Task tracker

/

"THDFS

\

Data node

\ 1}

Master node

MapReduce engine

Task tracker

N

|
>r Job tracker

HDFS

1

Name node

N
Data node

I HDFS in Hadoop1l Cluster

Slave node

MapReduce engine

Task tracker

—

LT ]

HDFS

ﬁ Data node

N
\

=
——
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I Yarn

 YARN is Hadoop’'s distributed resource
scheduler

- a resource management system supplying
CPU cycles, memory, and other resources
needed by a single job or to a DAG of
MapReduce applications
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Yarn main components(l)

1.ResourceManager
2.NodeManager

The ResourceManager is the The NodeManager is the slave
A YARN client is YARN master protess and is vesponsible YARN process that vuns on eath node.
vesponsible for treating for stheduling and managing resourtes, [4 is vesponsible £or |launching and
the YARN application. talled “containevs.” managing tontainers.

) ) -~

NodeManager J

Client »| ResourceManager |« -
Iy
Y Y
ApplicationMaster Container
| |
The ApplicationMaster is ereated by B Containers are YARN B
the ResourteManager and is responsible application—spetific processes
for vequesting containers o perform that pevform some funetion
application—specific work. pertinent to the application. 44 | 55
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IYarn main components(il)

1. Node Manager: responsible for containers, monitors their
resource usage (CPU, memory, disk, network)

- It reports the resource usage to the resource manager to
arbitrate resources sharing among all application

2.Resource Manager: It has a scheduler
that uses the resource Container

N abstraction which incorporates memory,
— ~—’ ~~._CPU, disk, and network for an application

Resource
\ L
r = '1

Requests
i
b
] WmalmMaalﬂ '_IAT i
" &

— x‘ |
L 4 45 / 55
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process of starting an
application(l)
1. A client submits an application to the YARN Resource

Manager, including the information required for the CLC
(Container Launch Context)

2. The Applications Manager negotiates a container and
bootstraps the Application Master instance for the
application.

3. The Application Master registers with the Resource
Manager and requests containers.

4. The Application Master communicates with Node
Managers to launch the containers it has been granted,
specifying the CLC for each container.
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process of starting an
application(ll)

5. The Application Master manages application execution.

- During execution, the application provides progress and
status information to the Application Master.

- The client can monitor the application’s status by querying
the Resource Manager or by communicating directly with
the Application Master.

6. The Application Master reports completion of the
application to the Resource Manager.

7. The Application Master un-registers with the Resource
Manager, which then cleans up the Application Master
container.
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I MapReduce framework

A@t submits

a MapReduce job.

Hadoop MapReduce
master MapReduce decomposes the

job into map and veduce tasks
and sthedules them for vemote

exetution on the slave

nodes.
Y )
Reduce
Input Output
data data
Reduce
W o Yo =
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Map input/output

The map function takes as input a key/value paiv, which
vepresents a logical vetord from the input data source.

In the case of a file, this could be a line, or if the
<in'fu‘[: sourte 1S a ‘{:&He n d da{:abase, i‘t tould be a row.

map(key1, valuel) — list(key2, value2)

Ghe map —Funt{ion ?raduf.es Zero or more ou'[','f'u{: key/value pairs -Fa’r
one infu{: Pair. Fa’r exam?le, i—F ‘H‘ne map 'Fuhf.{:ian 1S a -FiH'.E'r‘ing
map Funt{:ion, it may an|y ?roduf.e ou'[:?u{ i-F a tertain tondition is
met. Or it tould be Fer?orming a demultiplexing operation, where
a single key/value yields multiple key/value output paivs.
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I MapReduce Shuffle&Sort

The power of MapReduce occurs between the map output
and the reduce input in the shuffle and sort phases

The shuffle and sort phases are vesponsible for two primary activities: determining
the reducer that should receive the map output key/value pair (called partitioning);
and ensuring that all the input keys for a given reduter are sorted.

Map output Shuffle + sort Sorted reduce Input
I‘—"\ N
cat,docl : v— cat,list(docl,doc2) Reducer 1
|
Mapper 1 dog,docl : I =
hamster,docl - . _ _ _
: chipmunk,list(doc2)
Reducer 2
dog,list(docl,doc2)
— cat,doc2 -
dog,doc2 . " " . =
amster,list(docl,doc2
Mapper 2 i N HHE »1ist( " ) Reducer 3

Map outputs For the same key (suth as “hamster”) Each veduter has all of -
9o to the same veduter and are then combined to its input keys sorted. 50 /55
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Reduce input/output

The vedute functionis  All of the map output values that
talled onte per unique  were emitted atross all the mappers

< map output key- ( for ”keyln are ?rouided in a list

reduce (key2, list (value2's)) — list(key3, value3)

Like the map -Funf;{ion, the vedute tan nu‘f:Pu{: zero-—'f:o-—man\/ >
key/value pairs. Reduter output tan write to flat files

in HDFS, insert/update rows in a NoSQL database, or write

to any data sink, dEPEhdihg on the rEﬂluirErnEh{:s of the Job.
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I Hadoop echosystem

Hadoop is an apache Open Source project
https://hadoopecosystemtable.github.io/

High-level Alternative

languages processing
i Weave : I Summingbird ,
| | Predictive i ;
i : I analytics : I
i Scalding | ,-----------Xt.l-__--__--.lE Spark i Miscellaneous
Cascalog . RHadoop Storm . . S
i i ! i | ¥ S900P
| icranen  [f /S9-enehadoop Rhipe | ElephantoB |} | |
i f i ] R -~ W
'| Cascading | Impala i @ R ¥ . i m |
| i |: 'i . : ' i

¥ i | HBASE L i |

; Pig | & Hive ! L ¥ | oOgET |
| HDFS YARN + MapReduce '
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WordCount Java Code
Map Class

public static class MapClass extends MapReduceBase
<E@EE§ment5 @EEEEIﬂLongWritable, Text, Text, IntWritable> {

private final static IntWritable one = new IntWritable(1l);
private Text word = new Text ();

public void map (LongWritable key, Text value,
OutputCollector<Text, IntWritable> output,

Reporter reporter) throws IOException {
String line = value.toString() ;
StringTokenizer itr = new StringTokenizer (line);
while (itr.hasMoreTokens()) {
word.set (itr.nextToken()) ;
output.collect (word, one);
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WordCount Java Code

Reduce Class

/"k:'v:
* A reducer class that just emits the sum of the input values.
X

public static class Reduce extends MapReduceBase
ﬁjiiépents Rg@iﬁﬁiﬁText, IntWritable, Text, IntWritable> {

public vold reduce (Text key, Iterator<IntWritable> wvalues,
OutputCollector<Text, IntWritable> output,
Reporter reporter) throws I0OExXception {
int sum = 0;
while (values.hasNext()) {
sum += values.next().get();
}

output.collect (key, new IntWritable (sum));

}
}

54 /55

Cloud Computing, Zeinab Zali ECE Department, Isfahan University of Technology



I WordCount Java Code

Driver

public void run(String inputPath, String outputPath) throws Exception {
JobConf conf = new JobConf (WordCount.class);
conf.setJobName ("wordcount") ;

// the keys are words (strings)
conf.setOutputKeyClass (Text.class) ;

// the values are counts (ints)
conf.setOutputValueClass (IntWritable.class)

conf.setMapperClass (MapClass.class);
conf.setReducerClass (Reduce.class);

FileInputFormat.addInputPath (conf, new Path(inputPath));
FileOutputFormat.setOutputPath (conf, new Path (outputPath));

JobClient.runJdob (conf) ;
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