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Lecture 6

Fundamentals of Sampling
Distributions and Point
Estimations
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6.1 Definitions




Definitions

A population: Consist of the totality of
observations with which we are concerned

A sample is a subset of a population

Let X, ,X,, ..., X, be n independent random
variables, each having the same probability
distribution f(x). We then define X, , X, , ...,
X, to be random sample of size n from the
population f(x).

Random Samples

The rv’s X,,...,X, are said to form a (simple
random sample of size n if
1. The X;’s are independent rv’s.

2. Every X; has the same probability
distribution.




Statistic

A statistic is any quantity whose value can be
calculated from sample data. Prior to obtaining
data, there is uncertainty as to what value of any
particular statistic will result.

or

Any function of the random variables constituting
of random sample called a statistic.

IfX,,X,, ..., X, represent a random sample of
size n, then:

1) the sample mean is defined by the statistic

-1
X :FZX‘

i=1

2) the sample variance is defined by the statistic

1 < ~
i=1




6.2 Sampling Distributions
and the Central Limit
Theorem

Sample Mean

Let Xy,..., X,, be arandom sample from a
distribution with mean value ¢ and standard
deviation o. Then

l.E(Y):,uY:y
2.V(Y):0% :O'%

In addition, with T = X, +...+ X,
E(T,)=nu V (Ty)=noc?,and o, =Jno.




Normal Population Distribution

Let X,,..., X, be a random sample from a
normal distribution with mean value # and
standard deviation o. Then for any n, X is
normally distributed with mean # and
standard deviation og =0 /Jn .

The Central Limit Theorem

Let X,,..., X, be a random sample from a
distribution with mean value # and variance 0'2.
Then if n sufficiently large, X has
approximately a normal distribution with

2
fx = p and 0% =0 N ,and T, also has
approximately a normal distribution with
pr =N, o = no?. The larger the value of

n, the better the approximation.




The Central Limit Theorem

X small to
moderate n

X largen

Population
distribution

If n > 30, the Central Limit Theorem can
be used.

Developing the Distribution

Of the Sample Mean




Developing a
Sampling Distribution

Assume there is a population ...

Population size N=4

Random variable, x,
is age of individuals

Values of x: 18, 20,
22, 24 (years)

Developing a
Sampling Distribution

(continued)

Summary Measures for the Population Distribution:

X P(x
L 2K (x)
N 3
:18+20+22+24:21 2
4 1
0

o= /Z(Xi_“)z _ 2936 18 20 22 24 X

N A B C D

Uniform Distribution




Developing a
Sampling Distribution

. . . (continued)
Now consider all possible samples of size n=2

15t 2"4 Opservation
Obs| 18 | 20 | 22 | 24 16 Sampie
18 {18,18( 18,20 (18,22 (18,24 |_ Means

20 |20,18]20,20 20,22 (20,24 1st | 2nd Observation

Obs| 18| 20| 22 | 24
22 122,18|22,20 |22,22 22,24 =)

1811811920 | 21
24 124,18|24,20 |24,22 24,24 20| 19|20 2122

16 possible samples
|_ (sampling with 221201 21]22]23
replacement) 24 (21(22[23 24

Copyright (c) 2004 Brooks/Cole, a division of Thomson Learning, Inc.

Developing a
Sampling Distribution

Sampling Distribution of All Sample "%
Means
16 Sample Means Sample Means
Distribution

1st | 2nd Observation
Obs| 18| 20| 22| 24 P(x)

1811819120 | 21

201912012122 —
221201211221 23 1 _‘H HT
oL ]

24 121122123 | 24 18 19 20 21 22 23 24 %

(no longer uniform)




Developing a
_Al Sampling Distribution

Summary Measures of this Sampling Distribution:

(continued)

>X 18+419+21+...+24
IJ,: g :21
Y 16
_JZ(xi—ux)z
07_ o A
x N
2 2 2
:\/(18-21) +(19-2116) +oo+(24-21° o

Comparing the Population with
_A] its Sampling Distribution

Population Sample Means Distribution
N=14 n=2
H=21 0=2.236 b, =21 0,=1.58
P(x) P(x)
3 3
2 2
0 O;‘19 202122232‘ X

18 20 22 24 X
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a Normal Population

_A] Central Limit Theorem

If a population is normal with mean u and
standard deviation g, the sampling distribution

of X is also normally distributed with:

My =M

and

0. =

el
* 4n

Central Limit Theorem

_A] a Normal Population

«Z value for the sampling distribution of ¥

, - X—p)
0)
Jn
Where

X the sample mean
U the population mean
o population standard deviation
n sample size
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| Sampling Distribution Properties

Normal Population

U =J Distribution/ \

(i.e. i is unbiased) M X

Normal Sampling
Distribution
(has the same mean)

| Sampling Distribution Properties

— (continued)

*For sampling with replacement

Ox Decreases
As n increases

Smaller

sample size Larger

sample size
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_Al If the Population is not Normal

We can apply the Central Limit Theorem:
Even if the population is not normal,
...sample means from the population will be
approximately normal as long as the sample
size is large enough
...and the sampling distribution will have

—Al Central Limit Theorem

the sampling
As thT nt distribution
sgmp e becomes
size gets

almost normal
regardless of
shape of
population

large
enough...

X|
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If the Population is not Normal

(continued)
. o Population Distribution
Sampling distribution
properties:
Central Tendency
Mx =M
M X
Variation Sampling Distribution
0) (becomes normal as n increases)
O; = Larger
" /n Smaller sample
sample size

(Sampling with
replacement)

x|

Central Limit Theorem

The Central Limit Theorem states that for sufficiently large sample
sizes (n = 30), regardless of the shape of the population distribution, if
samples of size n are randomly drawn from a population that has a mean
i and a standard deviation o, the samples’ means X are approximately
normally distributed. If the populations are normally distributed, the
samples’ means are normally distributed regardless of the sample sizes.
The implication of this theorem is that for sufficiently large populations,
the normal distribution can be used to analyze samples drawn from
populations that are not normally distributed, or whose distribution
characteristics are unknown.
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_A] Example 6.1

In an Electronics company that manufactures
circuit boards, the average imperfection
(defects) on a board is y = 5 with a standard
deviation of o = 2.34 when the production
process is under statistical control.

A random sample of n = 36 circuit boards has
been taken for inspection and a mean of
X = 6 defects per board was found.

What is the probability of getting a value of
x < 6 if the process is under control?

_a]Sqution 6.1

Because the sample size is greater than 30, the Central Limit Theorem
can be used in this case even though the number of defects per
board follows a Poisson distribution.

Therefore, the distribution of the sample mean x is approximately
normal with the standard deviation :

o 2.34
o= — = —0.39
TTJn V36

_x—pu 6—5 1

- - = = 2.56
o/Jn 039 039

The result Z = 2.56 corresponds
to 0.4948 on the table of
normal curve areas:

0.4948

1-0.9948 = 0.0052

0.5




Table I Cumulative Standard Normal Distribution {contimued)

diz) = P(Z

H 0.00 0.01 0 004 0.05

0.0 0500000 0.503989 0515953 0519939 00
0.1 0.539828 5! . Z=2 56
02 12 L]
03
04
: P(z < 2.56) = 0.9948
:
08
0e 3940
1D 0841345
11 0.86433: . 0
12 0884930 0.888767 0 0.899727
13 0003189 0806582 [} 0.916207
14 0919243 0822196 0
15 02933193 0. 0935744 04 0
16 0845201 0.847334 04 40 0 X
17 0 35 0857234 0958185 [} 0.962462
18 09640 0.965621 0966375 0 0.069046
19 0971283 0972571 0973197 0 0.976148
0 5 0.678308 0. 0.9 0.081237
1 0.982997 0 0.985371
2 0.986791 5 0987776 0 0.088696
3 0.680830 0.090613 0 0.001344
0.092857 0 0.003431
0904457 0.004614 0.005060
0995319
0.987020 0.987282
0.997814 0.098012
0908359 0008411 0.008350
0998817 0993856 0.998965
0999126 0909155 0.999184 0.999264 1
0.990350 0990381 0.999402 0.999423 0.999481
0899550 0999566 0909581 0.999596 0.999638
637 D999588 0999709 0.939720 0.9%9749
0999792 0909300 0.999807 0.999828

0 0090858 0.000864 0.999850

0599200 0999304 0999808 0999812 0999918 0.959622
00033 (.999936 0.00003% 0.999041 0.000946 0.009045 0.090950

0990938 0.000050 0.999061 (.099963 0.000964 0.909066 0.099967

200879 0.909883

ig
30 0992952 0.999054 0.

=

_N Minitab Solution Example 6.1

MINITAB - Untitled
J File Edit Data galc’ﬁ Graph Editor Tools Window Help
=110 Basic Statisti R Diplay Descriptive Statistics...

Regression 4 Store Descriptive Statistics...
| -2 o i | ¥ 4
P — ANOVA L4 Graphical Summary...

(E5E Sescion DOE 4
L

. Control Charts 1t 1-Sample t...
B 5 WL ' 21 2-Sample ...

-
E 0B 44

Welcome to Minita Refabilty/Survival 4 1t Paired t...
Multivariate >
Time Series »| 1P 1 Proportion...
Tables »| 2P 2 Proportion
Monparametrics *| s 2 Variances.
EDA Pl
CoR Correlation...
Power and Sample Size »| —
— ItV Coyariance...
TE ﬁ Normality Test...
] Worksheet 1+
+ | 1 | c2 | 3 [ ca | o5 | o6 | e | c8 |
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_H Minitab Solution Example 6.1

1-Sample Z (Test and Confidence Interval)

 Samples in columns:

1

1-Sample Z - Options =

Confidence level:

& Summarized data
Sample size: |36
Mean: [

Alternative: less than 2
Help | ’T‘ Cancel |

Standard deviation: [2 34

Test mean: |5

Graphs... | Options... ‘

[required for test)

Help OK | Cancel ‘

Minitab Continued

One-Sample Z

Test of Mm = 5 w3 < 5

The assumed standard deviation = 2.34

i) Mean SE Mean
36 &.00000 0.39000

95%

Tpper
Bound E
G.684149 0.995
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Ai Example 6.2

An Electronics company that manufactures
resistors, the average resistance is y = 100
Ohms with a standard deviation of o = 10.

Find the probability that a random sample of n
= 25 resistors will have an average
resistance less than 95 Ohms

‘!i Example 6.3

The average number of parts that reach the end
of a production line defect-free at any given
hour of the first shift is 372 parts with a
standard deviation of 7.

What is the probability that a random sample of
34 different productions’ first-shift hours would
yield a sample mean between 369 and 371
parts that reach the end of the line defect-free?
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_A] Example 6.4

Suppose a population has mean p = 8 and
standard deviation 6 = 3. Suppose a
random sample of size n = 36 is selected.

What is the probability that the sample mean
is between 7.8 and 8.27?

6.4 Point Estimation
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Point Estimator

A point estimator of a parameter @ is a single
number that can be regarded as a sensible
value for@. A point estimator can be
obtained by selecting a suitable statistic and
computing its value from the given sample
data.

Unbiased Estimator

A point estimator é is said to be an
unbiased estimator of @if E(é) =@ for
every possible value of @. If é is not
biased, the difference g(§)— ¢ is called the
bias of 9.




20

The pdf’s of a biased estimator;and an
unbiased estimator éz for a parameter

6.

pdf of 6,

pdf of &
~

(9%“/'
Bias of 6,

The pdf’s of a biased estimatoréland an
unbiased estimat0r92 for a parameter 4.

pdf of 6,

Bias of 6,
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Some Unbiased
Estimators

If X}, Xy, X, 1s a random sample from a
distribution with mean £ , then Y is an
unbiased estimator of K.

When X is a binomial rv with parameters n and
P, the sample proportion p=X /n 1isan
unbiased estimator of p.

Some Unbiased

Estimators
Let X;, X,,..., X, be a random sample from a

distribution with mean £/ and variance o :

Then the estimator
—\2
Z( X, — X )

n-—1

1s an unbiased estimator.

&2282:
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Principle of Minimum Variance
Unbiased Estimation (MVVUE)

Among all estimators of @ that are unbiased,
choose the one that has the minimum
variance. The resultingd is called the
minimum variance unbiased estimator
(MVUE) of @

Graphs of the pdf’s of two
different unbiased estimators
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MVUE for a Normal Distribution

Let X,, X,,..., X, be a random sample from a
normal distribution with parameters /4 and O

Then the estimator [= X 18 the MVUE for 4

A biased estimator that is preferable

to the MVUE
pdf of &, (biased)

e

df of 0,
/I()the MVUE)
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Standard Error

The standard error of an estimator is é

its standard deviation . =,/\/ (é§ the
standard error itself involves unknown
parameters whose values can be estimated,
substitution into  yields the estimated
standard error of the estimator, defated

Gé OI'Sé.

Confidence Intervals

An alternative to reporting a single value
for the parameter being estimated is to
calculate and report an entire interval of
plausible values — a confidence interval
(Cl). A confidence level is a measure of
the degree of reliability of the interval.
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95% Confidence Interval

If after observing X, = X,,..., X, = X, we
compute the observed sample meany , then a
95% confidence interval for/ the mean of
normal population can be expressed if O known
as:

Other Levels of Confidence

Z cCurve
! shaded area= o /2
/N
—Zg/2 0 Zy12
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Other Levels of Confidence

A 100(1-«)% confidence interval for the
mean L of a normal population when the
value of O 1s known is given by

Sample Size

The general formula for the sample size n
necessary to ensure an interval width w 1s




