CS/SE 3341 SOLUTIONS

Anti-Final

1. Users call help desk every 15 minutes, on the average. There is one help desk specialist on
duty, and her average service time is 9 minutes. Modeling the help desk as an M/M/1 queuing
system, compute:

(a) the expected number of users in the system at any time, including the users talking to the
specialist and those waiting to be served;

(b) the probability that the next caller does not have to wait until the help desk specialist
responds to him;

(c) the proportion of time when exactly two users are waiting.

Solution. Given: puys = 15 min, pug = 9 min.
Then r = Aa/As = ps/pua = 9/15 = 0.6.
() () = 1 = 55 = (L5 s ]

- :
(b) PW =0)=m=1—r
(¢) P(X, =2) = P(X = 3)
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2. Unauthorized attempts to log into a certain computer system occur according to a Poisson
process with the rate of one attempts every five days.

(a) What is the probability of at least 3 unauthorized attempts during the next week?
(b) After the 5th unauthorized attempt, the computer manager will change the password.
What is the probability that this will happen during the next 12 days?

Solution. (a) We need P(X > 3), where X is the number of unauthorized attempts during
the next 7 days. This X has Poisson distribution with parameter A\t = (1/5)(7) = 1.4. From
the given table of Poisson distribution,

P(X>3)=1-F(@2)=1-0833=[0.167

(b) We need P(T < 12), where T is the time of the 5th event. This T' has Gamma distribution
with parameters r = 5 and A = 1/5. Using the Poisson-Gamma formula,

P(T<12)=P(Y >5)=1—F(4) =1-0.904 =[ 0.09 |,

from the Poisson table, where Y has Poisson distribution with parameter At = (1/5)(12) = 2.4.



3. A dog can eat one piece of meat at a time. When he is busy eating, the other pieces of meat
will be eaten by other pets. On the average, the dog’s owner throws him a piece of meat every
20 minutes, and it takes the dog 10 minutes to eat it. Assume Bernoulli single-server queuing
process with 5-minute frames and capacity limited by 1 piece of meat.

(a) Find the transition probability matrix for the amount of meat (the number of pieces) that
a dog has at any time.

(b) Find the steady-state proportion of time when the dog has some meat to eat.

Solution.  (a) We are given Ay = 1/20 min™', A\g = 1/10 min™', A = 5 min, and C = 2.
Compute probabilities

pa = A =(1/20)(5) = 1/4, ps = AsA = (1/10)(5) = 1/2,

and the transition probability matrix (with X € {0, 1,2} due to the limited capacity)
P_( 1 —pa pa )_(3/4 1/4>
ps(1—pa) 1—ps(l—pa) 3/8 5/8 )"

(b) Solve the steady-state equations

AP — 1 (3/4)7T0+(3/8)7T1 = Ty (3/8)71'1 = (1/4)71'0 ™ = (2/3)71'0
{ Zﬂ" —1 = (1/4)7T0 + (5/8)71'1 = m = (1/4)7T0 = (3/8)71'1 =
! o + T =1 o+ T = 1 (5/3)7’(’0 =1

o = 3/5
= {m — (2/3)m = 2/5

The dog has some meat to eat 2/5 or 40% of the time.



4. In a recent survey of 500 U.S. workers, 18% say it is likely that they will lose their job in the
next year. Construct a 95% confidence interval for the true proportion of U.S. workers who
think they are likely to lose their job in the next year.

Solution. Let p be the proportion of U.S. workers who think they are likely to lose their job
in the next year. We want a 95% confidence interval for p. In this case, we would like to use a
z-interval. Using the formula, the confidence interval is:

(1 —p) (0.18)(0.82)

Pt 202 =0.18 £1.96 00 = 0.18 +0.034 = (0.146,0.214).



5. Suppose a researcher claims that the mean age of founders of start-up companies in Silicon
Valley is less than 30 years. To test his claim, he randomly selected 7 start-up companies and
obtained the following data on the age of their founders:

27,28,32,33,24, 28,31 years

Is there significant evidence that the mean age of founders is less than 30 years? Answer this
question by performing an appropriate hypothesis test at 5% level of significance. Assume
normal distribution for the age random variable.

Solution. Let u denote the mean age (in years) of founders of start-up companies in Silicon
Valley. We want to test the null hypothesis Hy : p = 30 (or pn > 30) against the alternative
hypothesis Hy : p < 30. Since the data are normally distributed with unknown population
variance, we would like to use a left-tailed t-test for these hypotheses. From the given data, we
can compute T = 29, s = 3.162 and

x — 30
s/ﬁ

Further, the critical point for this test is

t= = —0.837.

tn—1,0 = t60.05 = 1.943.

Since t = —0.837 > —tg005 = —1.943, we accept Hy. Therefore, at 5% level, there is no
significant evidence that p is less than 30 years.



6. Let the random variable X denote the severity of a virus attack on a scale of zero to one.
Suppose X follows a continuous distribution with probability density function

fe(x):{(9+1)x9, 0<z<l

0, otherwise,

where 6 > —1 is an unknown parameter. The severity of the last four virus attacks are as
follows:
0.10,0.30, 0.50, 0.20.

Use these data to estimate 6 using either the method of moments or the method of maximum
likelihood. Assume that the virus attacks are independent.

Solution. Method of moments: First, we compute

0+1

1 1
E(X):/O :Efg(:v)d:v:(9+1)/0 x9+1dx:m,

and T = 0.275. Next, we solve 0.275 = (0 + 1)/(0 + 2) for 6 to get
Orniome = —0.45/0.725 = —0.621.

Method of maximum likelihood: The log-likelihood function is:

4

InL(#) =1In (H(G + 1)1:?) =4In(0 +1) + Gmez

=1

Differentiating this function with respect to 6 and equating it to zero, we get the likelihood

equation as:
9 4
0= 89L = ; nx;.

Solving it for 6, we get the MLE as

; 4
Ovire = —1 — —p——— = —0.311

iy Iz



Cheat sheet for the Final Exam

DISCRETE DISTRIBUTIONS

Expected value p=FEX)= Z zP(z)
Expected value of a function Eg(X) = Zg(m)P(m)
Variance o =Var(X) = Z(:c — p)*P(x)
' x
Binomial probability mass function — P(z) = pr(l —p)"Fforx=0,1,..,n,
zl(n —x)!

Geometric probability mass function P(z) = (1 —p)* 'pforz=1,2,...

—)\)\:c
Poisson probability mass function P(x) = ¢ ' forz =0,1,...

!

CONTINUOUS DISTRIBUTIONS

Expected value p=FEX)= /xf(x)dx
Expected value of a function Eg(X) = /g(:c)f(:c)d:c
Variance o? =Var(X) = /(:1: — ) f(z)dx
Exponential density f(z)=Xe™ for 0 <z < 00

1
Uniform density f(z) = 2 fora <z <b

—a

: A" r—1_—\z

Gamma density f(z) = mx e for0 <z <oo

r
Gamma-Poisson formula P X<z)=PY >r); PX>z)=PY <r)

for X ~ Gamma(r, \), Y ~ Poisson(A\z)

1 2 2

Normal densit T) = —— e @2 for 00 <z < 0
y )=~ N
Normal approximation Binomial(n, p) ~ Normal (u =np,0 = /np(l — p))
for n > 30, 0.05 < p <0.95

Central Limit Theorem {(X1+ ...+ X,) —nu}/(cv/n) — Normal(0,1) as n — oo

EXPECTED VALUES AND VARIANCES OF SOME DISTRIBUTIONS

Distribution || Bernoulli | Binomial | Geometric | Poisson || Exponential | Gamma | Uniform | Normal

(p) (n,p) (p) () () () (a,0) | (p,0)

1 ]_ T a + b
E(X) p np ; A X by 2 K
1—p 1 r (b—a)? 2
Var(X) p(1—p) | np(l—p) 2 A A2 2 12 i




STOCHASTIC PROCESSES

t
Binomial process: p = AA, number of frames n = N number of events in time ¢ is X (¢) ~Binomial(n, p);

interarrival time is 7' =Y A, where Y ~Geometric(p)
Poisson process:

MARKOV CHAINS

k-step transition probability matrix P, = PF
P =

>

QUEUING SYSTEMS

Steady state distribution is a solution of { 71T

Bernoulli single-server queuing system with capacity C

Arrival probability p4 = A4A, departure probability pg = AgA.

Transition probabilities: pog =1 — pa, Po1 = pa;
Prk—1 = Ds(1 —pa), pek = paps + (1 —pa)(l —ps), Prirt1 =pa(l —ps) for 1 <k <O —1;
pc,c—1 =ps(1 —pa), poc =paps+ (1 —pa)(l —ps)+pa(l —ps)=1—pcco-1.

M/M/1 queueing system

Distribution of the number of jobs 7, = P{X =z} =r*(1 —r) forz =0,1,2,...
r r

number of events in time ¢ is X (t) ~Poisson(At); interarrival time is 7 ~Exponential(\)

E(X): ]_—’,"7 Var(X):m, WhereT:AA/)\S:/J/S/,LLA
1 2
Performance characteristics E(T) = 1M_ST = N1 EW)= 1”57;‘ = )\S(lr— = E(Xy) = 1T_ "
STATISTICS
Sample mean X = 1 3 X;, sample variance s*> = 5 3°(X; — X)2.
Confidence interval for the mean X 4 2, /2% (known o), X £t, /2% (unknown o)
. : R p(1—p)
Confidence interval for the proportion  p =+ z4/0\/ ———
Hypothesis testing
- -
H, Hy Test statistic ReJe§ ton Hy Hy Test statistic Reje(? on
region region
< po _ X~ ko Z < —zq < pro t:X_”O t < —tq
p=po | ©> o a/\/n Z > zq p=Ho | ©> o s/\/n > 1q
1 # o (known o) 1Z] > |zay2| p#po | (unknown o) | [t[> |tas|
Hy Hy Test statistic ReJe(.:tlon
region
p < po A Z < —zq
P —Do
p=po| p>po | 4= = 7 > 24
p# o ER || Z) > 2l




Binomial Cumulative Distribution Function

D
n «x|.00 .10 .15 20 .25 30| .35 40 45 b0 b5 60 .65].70 .75 .80 .85 .90 .95
5 0| .774 590 .444 328 237 .168 | .116 .078 .050 .031 .018 .010 .005 | .002 .001 .000 .000 .000 .000
1] .977 919 835 .737 .633 .528 | .428 .337 .256 .188 .131 .087 .054 | .031 .016 .007 .002 .000 .000
2| .099 991 .973 .042 .896 .837 | .765 .683 .593 .500 .407 .317 .235 | .163 .104 .058 .027 .009 .001
3| 1.0 1.0 .998 .993 984 .969 | .946 .913 .869 .813 .744 663 .572 | .472 .367 .263 .165 .081 .023
4| 10 1.0 1.0 1.0 .999 .998 | .995 .990 .982 .969 .950 .922 .884 | .832 .763 .672 .556 .410 .226
10 0 .599 .349 .197 .107 .056 .028 | .013 .006 .003 .001 .000 .000 .000 | .000 .000 .000 .000 .000 .000
1] .914 736 544 .376 .244 149 | .086 .046 .023 .011 .005 .002 .00l | .000 .000 .000 .000 .000 .000
2| 988 .930 .820 .678 .526 .383 | .262 .167 .100 .055 .027 .012 .005 | .002 .000 .000 .000 .000 .000
3| .999 987 950 .879 .776 .650 | .514 .382 .266 .172 .102 .055 .026 | .011 .004 .001 .000 .000 .000
4| 1.0 .998 .990 .967 .922 .850 | .751 .633 .504 .377 .262 .166 .095 | .047 .020 .006 .00l .000 .000
5| 1.0 1.0 .999 .994 .980 .953 | .905 .834 .738 .623 .496 .367 .249 | .150 .078 .033 .010 .002 .000
6| 1.0 1.0 1.0 .999 .996 .989 | .974 945 .808 .828 .734 .618 .486 | .350 .224 121 .050 .013 .001
7] 10 10 10 10 1.0 .998 | .995 .988 .973 .945 .900 .833 .738 | .617 .474 .322 .180 .070 .012
8| 10 1.0 1.0 1.0 1.0 1.0 | .999 .998 .995 .989 .977 .954 .914 | .851 .756 .624 .456 .264 .086
15 0| .463 .206 .087 .035 .013 .005 | .002 .000 .000 .000 .000 .000 .000 | .000 .000 .000 .000 .000 .000
1] .829 .549 319 .167 .080 .035 | .014 .005 .002 .000 .000 .000 .000 | .000 .000 .000 .000 .000 .000
2| 964 .816 .604 .398 .236 .127 | .062 .027 .011 .004 .001 .000 .000 | .000 .000 .000 .000 .000 .000
3| .995 944 823 .648 461 .297 | .173 .091 .042 .018 .006 .002 .000 | .000 .000 .000 .000 .000 .000
4| .999 987 938 .836 .686 .515 | .352 .217 .120 .059 .025 .009 .003 | .00l .000 .000 .000 .000 .000
5| 1.0 .998 983 .939 .852 .722 | .564 .403 261 .151 .077 .034 .012 | .004 .001 .000 .000 .000 .000
6| 1.0 1.0 .996 .982 .943 .869 | .755 .610 .452 .304 .182 .095 .042 | .015 .004 .001 .000 .000 .000
7] 1.0 1.0 999 996 .983 .950 | .887 .787 .654 .500 .346 .213 .113 | .050 .017 .004 .001 .000 .000
8| 1.0 1.0 1.0 .999 .996 .985 | .958 .905 .818 .696 .548 .390 .245 | .131 .057 .018 .004 .000 .000
9| 1.0 1.0 1.0 1.0 .999 .996 | .988 .966 .923 .849 .739 .597 .436 | .278 .148 .061 .017 .002 .000
10 10 1.0 10 10 10 .999 | .997 .991 975 .941 .880 .783 .648 | .485 .314 .164 .062 .013 .00l
1] 10 10 10 10 10 10 | 1.0 .998 .994 .982 .958 .909 .827 | .703 .539 .352 .177 .056 .005
20 1] .736 .392 176 .069 .024 .008 | .002 .00l .000 .000 .000 .000 .000 | .000 .000 .000 .000 .000 .000
2| 925 .677 405 .206 .091 .035 | .012 .004 .001 .000 .000 .000 .000 | .000 .000 .000 .000 .000 .000
3| .984 867 .648 .411 .225 .107 | .044 .016 .005 .001 .000 .000 .000 | .000 .000 .000 .000 .000 .000
4| .997 957 830 .630 .415 .238 | .118 .051 .019 .006 .002 .000 .000 | .000 .000 .000 .000 .000 .000
5| 1.0 .989 .933 .804 .617 .416 | .245 .126 .055 .021 .006 .002 .000 | .000 .000 .000 .000 .000 .000
6| 1.0 .998 .978 .913 .786 .608 | .417 .250 .130 .058 .021 .006 .002 | .000 .000 .000 .000 .000 .000
7] 1.0 1.0 994 .968 .898 .772 | .601 .416 .252 .132 .058 .021 .006 | .001 .000 .000 .000 .000 .000
8| 1.0 1.0 .999 .990 .959 .887 | .762 596 414 .252 .131 .057 .020 | .005 .001 .000 .000 .000 .000
9| 10 1.0 1.0 .997 .98 .952 | .878 755 501 412 249 .128 .053 | .017 .004 .001 .000 .000 .000
10| 1.0 1.0 1.0 .999 .996 .983 | .047 .872 751 .588 .409 .245 .122 | .048 .014 .003 .000 .000 .000
11] 10 10 10 10 .999 .995 | .980 .943 .869 .748 .586 .404 .238 | .113 .041 .010 .00l .000 .000
12 10 1.0 10 1.0 10 .999 | .994 .979 .942 868 .748 .584 .399 | .228 .102 .032 .006 .000 .000
13/ 10 10 10 10 10 10 | .998 .994 .979 .942 870 .750 .583 | .392 .214 .087 .022 .002 .000
14| 10 1.0 10 10 10 10 | 1.0 .998 .994 .979 .945 .874 .755 | .584 .383 .196 .067 .011 .000
5] 10 10 10 10 10 10 | 1.0 1.0 .998 .994 .981 .949 .882 | .762 .585 .370 .170 .043 .003
Poisson Cumulative Distribution Function
hy

[ 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15

0 | 905 810 .741 670 .607 .549 497 449 407 .368 .333 .301 273 247 223

1].995 982 .963 .938 .910 .878 .844 .809 .772 .736 .699 .663 .627 .592 .558

2| 1.00 .999 .996 .992 986 .977 .966 .953 .937 .920 .900 .879 .857 .833 .809

3100 1.00 1.00 .999 .998 .997 .994 .991 .987 .981 .974 .966 .957 .946 .934

4100 1.00 1.00 1.00 1.00 1.00 .999 .999 .998 .996 .995 .992 .989 .986 .981

5100 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 .999 .999 .998 .998 .997 .996

py

z | 16 17 1.8 19 20 21 22 23 24 25 26 27 28 29 30

0 | 202 .183 .165 .150 .135 .122 .111 .100 .091 .082 .074 .067 .061 .055 .050

1| .525 493 .463 .434 .406 .380 .355 .331 .308 .287 .267 .249 231 .215 .199

2| 783 757 731 704 677 .650 .623 .596 .570 .544 518 .494 469 .446 .423

3| .921 .907 .891 .875 .857 .839 .819 .799 .779 .758 .736 .714 .692 .670 .647

4| .976 970 .964 .956 .947 .938 .928 .916 .904 .891 .877 .863 .848 .832 .815

5| .094 .992 .990 .987 .983 .980 .975 .970 .964 .958 .951 .943 .935 .926 .916

6 | 999 .998 .997 .997 .995 .994 .993 .991 .988 .986 .983 .979 .976 .971 .966

7] 1.00 1.00 .999 .999 .999 .999 .998 .997 .997 .996 .995 .993 .992 .990 .988

8| 1.00 1.00 1.00 1.00 1.00 1.00 1.00 .999 .999 .999 .999 .998 .998 .997 .996

9| 100 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 .999 .999 .999 .999




Standard Normal Cumulative Distribution Function

z 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 .5000 .5040 .5080 .5120  .5160 5199 5239 5279 5319 .5359
0.1 5398  .5438  .5478  .5517  .5557 .6596  .5636  .5675 .5714  .5753
0.2 5793 5832 5871  .5910  .5948 5987  .6026  .6064 6103  .6141
0.3 6179 .6217  .6255 .6293 .6331 6368  .6406 .6443 .6480 .6517
0.4 .6554  .6591  .6628 .6664 .6700 6736 .6772 .6808 .6844  .6879
0.5 6915 .6950 .6985 .7019  .7054 7088 7123 7157  .7190  .7224
0.6 7257 7291 7324 7357 .7389 7422 7454 7486  .7517  .7549
0.7 7580 7611 .7642 .7673 .7704 1734 .TT64  .T794 7823 7852
0.8 7881 7910  .7939  .7967  .7995 .8023 .8051 .8078 .8106  .8133
0.9 8159  .8186  .8212  .8238  .8264 8289  .8315 .8340 .8365 .8389
1.0 8413  .8438  .8461  .8485  .8508 .8531  .8554  .8577 .8599  .8621
1.1 .8643 .8665 .8686 .8708  .8729 8749 8770 .8790 .8810  .8830
1.2 .8849  .8869  .8888  .8907  .8925 .8944  .8962  .8980 .8997  .9015
1.3 9032 .9049 .9066  .9082  .9099 9115 .9131 .9147 9162 .9177
1.4 9192 .9207  .9222 .9236  .9251 19265 .9279  .9292 .9306  .9319
1.5 9332 9345 .9357 .9370 .9382 9394 9406 9418 9429 9441
1.6 9452 9463  .9474  .9484  .9495 9505 9515 .9525  .9535  .9545
1.7 9554 .9564  .9573  .9582  .9591 9599  .9608 .9616 .9625 .9633
1.8 9641  .9649 .9656 .9664 .9671 9678  .9686 .9693  .9699  .9706
1.9 9713 9719 .9726 9732  .9738 9744 9750 .9756  .9761  .9767
2.0 9772 9778 9783  .9788  .9793 9798  .9803 .9808 .9812  .9817
2.1 9821  .9826  .9830 .9834  .9838 9842  .9846  .9850 .9854  .9857
2.2 9861  .9864 .9868  .9871  .9875 9878  .9881  .9884  .9887  .9890
2.3 9893 9896  .9898  .9901  .9904 9906 .9909  .9911  .9913  .9916
2.4 9918 19920  .9922  .9925  .9927 19929 9931 9932  .9934  .9936
2.5 9938 9940 .9941  .9943  .9945 9946 .9948  .9949  .9951  .9952
2.6 9953 .9955  .9956  .9957  .9959 9960  .9961 9962  .9963  .9964
2.7 9965  .9966  .9967  .9968  .9969 9970 9971 9972 9973  .9974
2.8 9974 9975 .9976  .9977  .9977 9978 9979 9979 9980  .9981
2.9 9981 19982 9982  .9983  .9984 9984 9985  .9985  .9986  .9986
3.0 9987 .9987  .9987  .9988  .9988 29989 .9989  .9989  .9990  .9990

Table of Student’s T-distribution. Contains t,; critical values, such that P{t > t,} = «

a, the right-tail probability

v (d.f.) .10 .05 .025 .02 .01 .005  .0025 .00l  .0005 .0001
1 3.078 6.314 12.706 15.89 31.82  63.66 127.3 318.3 636.6 3185
2 1.886 2.920 4.303 4.849 6.965  9.925 14.09 22.33 31.60 70.71
3 1.638 2.353  3.182  3.482 4.541  5.841 7.453 10.21 12.92 22.20
4 1.533  2.132 2776  2.999 3.747  4.604 5.598 7.173 8.610 13.04
5 1.476 2.015 2571 2757 3.365  4.032 4773 5.894 6.869 9.676
6 1.440 1.943 2.447 2.612 3.143  3.707 4.317 5208 5.959 8.023
7 1.415 1.895 2.365 2.517 2.998  3.499 4.029 4.785 5.408 7.064
8 1.397 1.860 2.306 2.449 2.896  3.355 3.833 4.501 5.041 6.442
9 1.383  1.833 2262 2.398 2.821  3.250 3.690 4.297 4.781  6.009
10 1.372  1.812  2.228 2359 2764  3.160 3.581 4.144 4.587 5.694
11 1363 1.796 2201 2.328 2718  3.106 3.497 4.025 4.437 5.453
12 1.356 1.782 2.179  2.303 2.681  3.055 3.428 3.930 4.318 5.263
13 1.350 1771 2160 2282 2.650  3.012 3.372 3.852 4221 5.111
14 1.345 1.761 2.145 2264 2.624  2.977 3.326 3.787 4.140 4.985
15 1.341 1753 2131 2.249 2602  2.947 3.286 3.733 4.073 4.880
16 1337 1.746 2.120 2.235 2.583  2.021 3.252 3.686 4.015 4.790
17 1.333  1.740 2110 2224 2.567  2.898 3.222 3.646 3.965 4.715
18 1.330  1.734 2101 2214 2552  2.878 3.197 3.610 3.922 4.648
19 1.328 1729  2.093  2.205 2.539  2.861 3.174 3.579 3.883  4.590
20 1.325 1725 2086 2.197 2528  2.845 3.153 3.552 3.850 4.539
22 1.321 1.717 2.074 2.183 2.508  2.819 3.119 3.505 3.792 4.452
24 1.318  1.711  2.064 2.172 2492 2797 3.091 3.467 3.745 4.382
26 1.315 1706 2.056 2.162 2.479  2.779 3.067 3.435 3.707 4.324
28 1.313 1701  2.048 2.154 2467  2.763 3.047 3.408 3.674 4.276
30 1.310  1.697 2.042  2.147 2457  2.750 3.030 3.385 3.646 4.234
32 1.309 1.694 2.037 2.141 2.449  2.738 3.015 3.365 3.622 4.198
34 1.307 1.691 2032 2.136 2441  2.728 3.002 3.348 3.601 4.168
36 1.306 1.688 2.028 2.131 2434 2719 2990 3.333 3.582 4.140
38 1.304 1.686 2.024 2127 2429 2712 2980 3.319 3.566 4.115
40 1.303  1.684 2.021 2123 2423  2.704 2.971 3.307 3.551 4.094
45 1.301 1.679 2014 2.115 2.412  2.690 2.952 3.281 3.520 4.049
50 1.299 1.676 2.009 2.109 2403  2.678 2.937 3.261 3.496 4.014
60 1.296 1.671 2.000 2.099 2.390  2.660 2.915 3.232 3.460 3.962
70 1.294 1.667 1.994 2.093 2.381  2.648 2.899 3.211 3.435 3.926
30 1.292 1.664 1.990 2.088 2.374  2.639 2.887 3.195 3.416 3.899
90 1.291  1.662 1.987 2.084 2.368  2.632 2.878 3.183 3.402 3.878
100 1.290 1.660 1.984 2.081 2.364  2.626 2.871 3.174 3.390 3.861
200 1.286 1.653 1.972 2.067 2.345  2.601 2.838 3.131 3.340 3.789
s 1.282  1.645 1.960 2.054 2.326  2.576 2.807 3.090 3.290 3.719




